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Abstract. Domain adaptation (DA) solves a learning problem in a target domain by utilizing the training data in
a different but related source domain, when the two domains have the same feature space and label space but
different distributions. An unsupervised DA approach based on iterative landmark selection and subspace align-
ment (SA) is proposed. The proposed method automatically selects source landmarks from the source domain
and iteratively selects target landmarks from the target domain. These well-selected landmarks accurately reflect
the similarity between the two domains and are applied to kernel projection of both source and target samples
onto a common subspace, where SA is performed. In each iteration, target labels are updated by a classifier
that is retrained with the source samples aligned with the target domain. Thus, the distribution of the selected
target landmarks gradually approximates the distribution of the source domain. During landmark selection, the
quadratic optimization functions are constrained such that the proportions of selected samples per class remain
the same as in the original domain, which makes the problem easy to solve and avoids setting hyperparameters.
Comprehensive experimental results show that the proposed method is effective and outperforms state-of-the-

art adaptation methods. © 2018 SPIE and IS&T [DOI: 10.1117/1.JEI.27.3.033037]
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1 Introduction

Machine learning has been widely used in many knowledge
engineering areas, including classification, regression, and
clustering. However, most existing approaches are based on
a common assumption that the training data and testing
data are from the same feature space and follow the same
data distribution.? When the distribution changes, the
performance of the original learning system will degrade.
Therefore, many models require being rebuilt from scratch
with an immense number of training samples. However, in
real-world applications, recollecting the training data is pro-
hibitive owing to the considerable human effort involved B8
Moreover, retraining the models without applying the knowl-
edge learned from previous domains or tasks is wasteful B
To address these issues, the learner must consider the distri-
bution shifts between the two domains, which is the motiva-
tion of domain adaptation (DA).

As a subfield of transfer learning (TL), DA assumes that
the learning system has the same tasks but different domains.
It is intended to employ information from both source and
target domains during the learning process and automatic
adapting.EI There are two main categories of DA methods.
They differ in terms of the labeled samples considered for
the target domain. When a small set of labeled data is avail-
able in the target domain, the problem is semisupervised
DAB When no labeled data are available in the target
domain, the problem is unsupervised DA.EH3 This paper
focuses on the more challenging problem of unsupervised
DA in visual object recognition. This is because, in
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real-world applications, unlabeled target data are often
much more abundant and difficult to annotate.

Two types of methods have proven successful for
unsupervised DA. One type is the instance reweighting
approach,B- which minimizes the source and target distri-
butions by reweighting the most appropriate source samples
for the target data. It then trains a classifier on the reweighted
source data. The second type is the feature transformation
approach,M which is intended to find or construct a
common space wherein the distributions of the two domains
are similar. The feature transformation methods are further
divided into two main categories: data-centric methods and
subspace-based methods.E2

In recent years, subspace-based DA methods have
attracted considerable research interest. These methods share
the same principles. First, two domain-specific d-dimen-
sional subspaces for the source data and target data are
computed. Then, source and target data are projected into
intermediate subspaces, and the distribution shift is modeled
by seeking the best intermediate subspaces, such as the
method of subspaces by sampling geodesic flow (SGF)B
and %?odesic flow kernel (GFKB). In both SGF2 and
GFK,= a set of intermediate subspaces is used to model
the shift between the two distributions. This can be a costly
tuning procedure. Fernando et al 0 proposed the alignment
of the two subspaces directly in the original space (SA).
However, these two subspaces have no semantic link or sim-
ilarity in the original space. In having no link (similarity),
learning an optimal projection of one onto the other does
not make sense. In the field of DA, the major issue is
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how to find, express, and utilize similarities between the
two domains. Especially for unsupervised DA, where target
labels are not available, a means of achieving DA is a chal-
lenging problem. An intuitive idea is that some well-selected
landmarks in the source and target domains contain the
common knowledge between the two domains. Thus, land-
marks can serve as bridges connecting the source and target
domains.

In this work, a subspace-based feature transformation
method named iterative landmark selection and subspace
alignment (ILSSA) is proposed for the unsupervised DA
problem. Source landmarks are selected from the source
domain based on the maximum mean discrepancy (MMD)
criterion that the selected source landmarks should have
the most similar distribution as the target domain. Target
landmarks are iteratively selected from the target domain
based on the MMD criterion that the selected target land-
marks should have the most similar distribution as the source
domain. When selecting target landmarks, target pseudola-
bels (predicted by the source domain) are used. The role of
these labels is to identify target landmarks so that distribution
similarities of the selected target landmarks and source
domain can be calculated by the MMD criterion.

Source landmarks together with target landmarks are used
to construct a common space that contains the shared knowl-
edge of the source and target domains. The distribution shift
of the two domains can be reduced by mapping all the source
and target samples into this common subspace. Thus, sub-
space alignment (SA) can further reduce the shift between
the two domains in that common subspace, and target pseu-
dolabels will be updated by a classifier trained with the
aligned source samples. In the iteration, with the updated
target-pseudolabels, targeted landmarks will be selected.
The common subspace is also updated by the selected target
landmarks. Ultimately, the common knowledge of the two
domains in that common subspace will be maximized.
Then, all the samples of the two domains are mapped
onto this common subspace and SA is performed, which
causes the distribution shifts between the two domains to
be minimized. Thus, the traditional machine learning method
can be performed later to classify the target domain. In this
approach, our method can not only avoid the cost-tuning
procedure involved by a set of intermediate subspaces but it
also allows the source and target domains to be linked by
landmarks.

To summarize, our paper provides major contributions to
the unsupervised DA problem by the proposed ILS method.
In this paper, it is shown how to automatically select land-
marks from the source domain, and how to iteratively select
landmarks from the target domain when target labels are
unavailable. Moreover, when selecting target landmarks,
target pseudolabels combined with substitution variables are
integrated into a constraint to identify the target landmarks
so that the distribution similarities of the selected target land-
marks and source domain can be calculated by the MMD
criterion. Furthermore, results of comprehensive experi-
ments conducted on standard benchmark datasets for object
recognition show that the proposed method outperforms the
state-of-the-art algorithms by a significant margin.

The remainder of this paper is organized as follows.
Section P reviews related work. In Sec. [§, the proposed
method based on ILS and SA is introduced. Section [
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provides experimental details and comparisons with other
unsupervised DA methods for visual object recognition.
The paper is concluded in Sec. .

2 Related Work

According to the literature, unsupervised DA methods can be
broadly organized into two types: instance reweighting
methods and feature transformation approaches. As men-
tioned in Sec. [, feature transformation approaches can be
further divided into two categories: data-centric methods
and subspace-based methods. The methods discussed in
this paper are summarized in Tablzg].

Instance reweighting methodsB aim to find the most
appropriate source samples and reduce the distribution
shift by reweighting the source samples based on their
relation to the target samples. Dai et al B proposed the
TrAdaBoost method, which enables users to employ a
small amount of labeled data to leverage the old data. A
high-quality classification model is therefore constructed
for the data. Since TrAdaBoostD transfers knowledge
from one source, its performance heavily relies on the
relationship between the source and target. Yao and
Dorettod extended the boosting framework for transferring
knowledge from multiple sources, and they proposed
the MS-TrAdaBoost method. Sun et al.®@ proposed a two-
stage domain adaptation (abbreviated as 2SW-MDA) meth-
odology that combines with the target domain weighted data
from multiple sources based on marginal probability
differences (first stage) as well as conditional probability
differences (second stage). Gong et al.2 proposed a method
(named CDL) that selects samples from the source domain
to create a group of auxiliary tasks, whereas landmarks
explicitly bridge the source and target domains.d However,
that method only selects samples from the source domain
and leverages them in a semisupervised manner. Instance
reweighting methods are simple to implement. However,
when the domain difference is substantially large, there
will always be some source instances that are not relevant
to the target instances, even in the feature-matching
subspace.m

Data-centric methods are intended to find one unified
or two different transformation matrices that project both
the source and target data onto a domain-invariant space.
Examples include transfer component analysis (TCAB)
and TL via dimensionality reduction (MMDEE), which
project source and target data onto a reproducing kernel
Hilbert space (RKHS). Accordingly, the marginal distribu-
tion of the two domains with respect to the MMDE s
reduced. Similar to MMDEE and TCA Bin joint distribution
analysis (JDAB), not only the marginal distribution but also
the conditional distribution is considered to reduce the joint
distribution in the RKHS. Transfer joint matching (TIMB)
improves upon TCAB by jointly reweighting instances,
and it finds the common subspace in a principled dimension-
ality reduction procedure to reduce the domain difference.
Meanwhile, scatter component analysism finds a representa-
tion by taking the between-class and within-class scatter of
the source domain into consideration. Unlike seeking one
transformation matrix, joint geometrical and statistical
alignment (JGSAH) learns two coupled projections that
project the source domain and target domain data onto
a low-dimensional subspace, whereas the geometrical shift
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Table 1 DA methods in Sec. P listing different characteristics of each method.

Approach Adaptation category

Target data

Applications

TrAdaBoostd Instance reweighting

MS-TrAdaBoost™ Instance reweighting

Limited labels

Limited labels

Text classification

Object recognition

2SW-MDAME Instance reweighting Unlabeled Text classification
coLd Instance reweighting Unlabeled Object recognition
TCAE Data-centric methods Unlabeled WiFi localization/Text classification
MMDEE Data-centric methods Unlabeled WiFi localization/Text classification
JDAE Data-centric methods Unlabeled Obiject recognition
TIVE Data-centric methods Unlabeled Object recognition
Scatter component analysis Data-centric methods Unlabeled Obiject recognition/Synthetic data
JGSAH Data-centric methods Unlabeled Object recognition
SGF& Subspace-based Unlabeled Object recognition
GFKHA Subspace-based Unlabeled/Limited labels Object recognition
SA Subspace-based Unlabeled/limited labels Object recognition
SDAH Subspace-based Unlabeled Object recognition
LsAR Subspace-based Unlabeled Object recognition

and distribution shift are simultaneously reduced. However,
when the two domains have a large discrepancy, the appro-
priate domain-invariant space is extremely difficult to
achieve.

Subspace-based methods reduce the distribution shift by
moving the source and target subspaces closer so that the sub-
space of each individual domain contributes to the final map-
ping. Some subspace-based methodsBE project the source
and target domains onto a Grassmann manifold, where the
two domains are viewed as two points. Thus, the distance
between the two domains is the geodesic. Specifically,
Gopalan et al B proposed a method (SGF) by creating inter-
mediate representations (points along the geodesic on the
Grassmann manifold) of data between the two domains.
The intermediate representations are obtained from sampling
points along the geodesic. GFKE extends and improves on
SGF by using a kernel-based method that eliminates the limi-
tation of tuning many parameters required in SGF. Unlike
SGF and GFK, SAT suggests directly reducing the discrep-
ancy between the two domains by optimizing a linear map-
ping function that transforms the source subspace into the
target one.

Subsequently, the subspace distribution alignment
(SDAE) method was proposed based on the concept of align-
ing the distribution as well as the two subspaces. In most
cases, only a subset of the source data has a similar distri-
bution as the target domain, and vice versa, as verified by the
authors of Ref. B1]. Furthermore, landmark-based kernelized
subspace alignment (LSAED) is a method of selecting land-
marks from both the source and target domains to construct
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a common space for the SA of the two domains. However,
LSA faces three limitations in selecting landmarks. First,
each landmark is computed independently from others
when considering the distribution distance between the
source samples and the target samples. The result is that
the overall distribution of the selected landmarks may not
be close to either the source domain or the target domain.
Second, the distance distribution between a landmark and
the source (or target) domain is approximately assumed to
be a normal distribution. Third, when deciding whether to
select a sample as a landmark, the threshold is a hyperpara-
meter that is set according to experience.

In this paper, an ILS method based on the subspace
method for the unsupervised DA problem is proposed.
These well-selected landmarks accurately reflect the similar-
ity between the target and source domains. Consequently,
the common subspace constructed by these landmarks
maximizes the common knowledge of the source and target
domains, which can therefore avoid negative transferl
Prior to the iteration, the target labels are initially estimated
by the classifier trained with the original source samples.
During the iteration, the target labels are updated by the clas-
sifier trained with the source samples that are aligned to
the target domain. Thus, the distribution of selected target
landmarks gradually approximates the source domain distri-
bution. A constraint is added such that the proportions
per class of landmarks remain the same as in the original
data domain. This renders the DA optimization problem
easy to solve and avoids the setting of hyperparameters.
Comprehensive experiments on standard benchmark datasets
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for object recognition demonstrate that our method signifi-
cantly outperforms the state-of-the-art algorithms.

3 Proposed Approach

In this section, the proposed ILSSA method for unsupervised
DA is presented.

3.1 Problem Statement and Overview

Let § = {x{},, x{ € R denote n samples in the source
domain, let Yg = {y{}? , denote their labels, and let

T = {x e x; € R? represent m samples without labels

in the target domain, where D is the dimension of data sam-
ples. The source and target data are assumed to draw the dis-
tributions P(S) and P(T), respectively. Unsupervised DA
provides the means to reduce the distribution shift between
the two domains when the target domain labels are unavail-
able and when the source and target domains have the same
feature space and label space but different distributions
[P(S) # P(T)].

The key task for DA is to reduce the distribution shift
between the two domains.E Additionally, the essence of sub-
space-based methods for DA is to enable the source subspace
to align with the target one in a common subspace. Thus, the
common subspace plays the critical role of a bridge that
connects the source and target domains. Our key insight
is that some well-selected samples (landmarks) from both
the source and target domains can be considered as the
bridge. These well-selected landmarks have the most similar
distribution as both the domains. Hence, as long as these
landmarks are selected, the common subspace will be
determined.

The successive steps in our approach are illustrated in
Fig. [l. First, source landmarks are automatically selected

— :

1
Source Subspace x lA

i---“---

mm===) Landmark selection

mmmms) Construct Kernel common space

mmmss) Subspace projection

AA
A +¢
®
o

from the source domain under the condition that source land-
marks have distributions most similar to the target domain.
Because the target samples have no labels, the source clas-
sifier is used to predict the initial target pseudolabels
(denoted by the dotted lines in “T”). Second, target land-
marks are selected based on the MMD criterion under the
condition that target landmarks have the most similar
distribution to the source domain. Both source and target
domains have the constraint that the proportions of selected
samples per class must remain the same as in the original
domain. The union set of both source and target landmarks
is then projected to construct the common subspace via the
Gaussian kernel. Third, in the common subspace, the source
and target subspaces are obtained using the PCA method.
Then, the source subspace is aligned to the target subspace
using a transformation matrix. After the SA, the representa-
tions of the source and target samples are obtained.

Finally, the original target labels can be updated by the
target labels predicted by the classifier that was trained on
all the aligned source samples. All steps from the second
step to the final step are repeated until the last two target
landmark selections are the same. During the iteration,
common knowledge of both the source and target domains
is integrated into the common subspace constructed by the
selected landmarks. Thus, the distributions of the source and
target domains become increasingly similar.

3.2 Selection Landmarks

A subset of samples selected from both the source and target
domains is a good set of landmarks. These landmarks con-
struct a common kernel subspace, which contains common
knowledge of both the source and target domains. The
sample selection criterion is the distribution similarity
measurement.

Target subspace

mmss) Subspace alignment

——> lteration
""" Source classifier

Fig. 1 Steps in the proposed approach (in color online).
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3.2.1 Distribution similarity measurement

In the field of TL and DA, MMD is a Widely used and effec-
tive nonparametric metric for companng the distribution
shift based on two sets of data. ! Given the source and target
data S, T, their distributions are P(S) and P(T). By mapping
the data to a RKHS using function ¢(-), the MMD (or dis-
tribution distance) between P(S) and P(T) is defined as in

Eq. ()
MMD?(P(S), P(T)

= sup [|[Epop(s)[d(x)] -
Iglln=1

Euopr ()] (1)

where E,s_p(s)[-] denotes the expectation with regard to the
distribution P(S) and ||¢||; < 1 defines a set of functions
in the unit ball of an RKHS, H. Based on the statistical
tests defined by MMD, it has MMD(P(S),P(T)) =0
if P(S) = P(T).

To measure the similarity of the distributions between S
and T, the empirical MMD is given by Eq. (@):

m 2
qu D= )
(i%wx;‘)*wxmi%wxﬁ

ij=1 ij=1

MMD?(P(S)

nm2 1
=2 5).

2

I
RS
[
] |_
i8]

Ban
=,
Ry

+
Ms

where s and 7 represent the source domain and target domain,
respectively, and ¢(-) is the feature map associated with the
kernel map, k(x,x,) = ¢(x;) * ¢(x,). In addition, k(x;, x,)
is the kernel function that maps the source and target data to
the RKHS.

3.2.2 Landmark selection in the source domain

To identify the samples that should be selected as landmarks,
each sample in the source domain corresponds to a binary
indicator variable, o}, where @} = 1 means that the i’th sam-
ple is selected as a landmark, and &f = 0 means that it is not
selected as a landmark. Thus, for n samples in the source
domain, there are n indicator variables, {aj}" |, which
can be represented as ag = [af, a5, -+ aj]. The goal is to
choose among all possible configurations of o, such that
the distribution of the selected landmarks is maximally sim-
ilar to that of the target domain. The most appropriate ot will
be chosen such that the distribution difference of the target
data and the selected source subset is minimized. It can be
denoted as shown in Eq. (§):

n m

2
S ) > )

i =1 =1

o, = arg min
(xS

3

where the first term is the distribution expectation of
selected source landmarks and the second term is the

Journal of Electronic Imaging

033037-5

distribution expectation of the target domain. Furthermore,
the constraint that labels are balanced in the selected
landmarks® is imposed. That is, the proportions of source
samples per class are enforced to remain the same as in
the original domain. For example, suppose there are 100
samples in the source domain, 60 in class A and 40 in
class B. Among the selected source domain landmarks,
class A accounts for 60% and class B accounts for 40%.
For the source domain, this constraint can be written as

in Eq. (@):

1
ETZ zle -

ie =1,(0)]y; =

Here, c is the index of the class, C denotes the total num-
ber of classes, and y;, is a binary variable indicating whether
the i’th sample belongs to class ¢ (e.g., if y; = ¢, then
v;c = 1; otherwise, y; # ¢, ¥, = 0). Note that the optimiza-
tion of Eq. () requires no labels of target data; only source
sample labels are required.

Owing to the binary constraint on o, the optimization
problem is intractable. Instead, to solve the relaxed problem
by including another variable, ; = a5/ > " af, all these var-
iables can be represented by vector g = [, 55, -+ B5]T.
Obviously, for g7, it has

Zyl(f7

¢,(yi#¢), VI<c<Ch @)

{ﬁf:Ogﬁ;gl,Zﬁ;:l,v15i3n}. 5)

Substituting ¢ into Eq. (B), the source optimization prob-
lem can be expressed as follows:

arg min/| o= le ai(x;) - ;le p(xt)
= J= H
1 & 2
:arg min Zﬂ“ x$) —%Zd)(x;)
j=1

nm

[l
M-
=
;
/‘S;
§

|

|
M
=
=

i,j=1 i,j=1

m

22¢

X)B - = Z (B8) Tk (x5, x%)

t/:l

_Z ﬁsTk

1 &
+— Z k(x}, x%)
m-i=
= ﬁ?Avyﬁx ﬁTBttlmxl + lTCttl (6)

where A, € R™" is the kernel matrix computed over
the source domain, B, € R™™ denotes the kernel matrix
computed between the source and target domains, 1,
represents an all-one column matrix, and C,; is the kernel
matrix computed over the target domain. The selection
of landmarks depends on the kernel mapping ¢(-) and
its parameters. When computing the kernel matrix, the
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Gaussian kernel is used. Take an item, V b; ; € By, a
example. It can be computed by Eq. ([):

bij = exp{=(q" =) K(x” ~x)/0%}. )
where K is a positive semidefinite matrix, the value of (-) is s
or ¢, and o denotes the scaling factor for measuring distances
and similarities between data. For the sake of comparison
for both K and o, they follow the typical setup as in
GFKE in our experiments.

Then, combining Egs. (§)—(), the optimization problem
is transformed into a quadratic programming problem, as
shown in Eq. (§), and the optimization goal is also trans-
formed from solving a, to solving f§;:

B = are min(BTA, B, = % BB + - C, )

states that > 7 iy = 121 Vi, 1 Se < C
2B =10<p <1

After obtaining the solution of 3, the binary weights o}
can be obtained by thresholding f; as in Eq. (}):

(1 g
a; _{O7 ﬂ;sth’ (9)

®)

where th is a very small positive real number. Hence,
the source landmarks are selected and denoted as set
Ly = {xj[if,af = 1},.

3.2.3 lterative landmark selection in target domain
and subspace alignment

To enable the source and target domain to share as much
common knowledge as possible, landmarks in the target
domain that have a similar distribution as the source domain
should also be selected.

Similar to the source landmark selection, the samples that
can be selected as landmarks from the target domain should
have their binary indicator variables v, = [rf] 7: \» where m is

the number of target samples. If y;- = 1, it indicates that the

Jj’th sample is selected as a target landmark; otherwise, the
sample is rejected. Thus, the target optimization function is
shown in Eq. (TQ):

Z¢ m tzyj

J/l

Y= arg min (10)

Here, the first term is the distribution expectation of the
source domain and the second term is the distribution expect-
ation of the selected target landmarks. Observe that the target
optimization function has a similar form as the source opti-
mization function. However, there are obvious differences
and additional changes required for target landmark selection
because target labels are not available in the unsupervised
DA setting. It cannot be solved in the manner of the source
optimization function. We observe that there are distribution
shifts between the two domains. Nevertheless, the target
pseudolabels predicted by a classifier trained on source sam-
ples can also reflect the real category of the target domain to
some extent. Thus, target pseudolabels are used, and the tar-
get optimization function can be solved in the same manner
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as solving the source optimization function under the con-
straint condition in Eq. ([[I)):

1 m
,Zm = 2V Dl = e V1< e<ch
=
an

where yj.c is a binary variable and is determined by the target
pseudolabels. If y;c = 1, it indicates that the label of the j’th
sample belongs to the c’th class; otherwise, yj-c =0.

Once target landmarks are selected, source landmarks are
added to kernelized mapping of all points onto the common
subspace, where SA is effectively performed to reduce the
distribution shift between the two domains. Because the
common subspace contains shared knowledge between the
two domains, the source and target domains are associated.
Therefore, SA can further reduce the distribution shift. Then,
target pseudolabels can be updated by a classifier trained
with the aligned source samples. Additionally, target pseu-
dolabels are increasingly approximated to the true labels
of the target in the iteration. Next, processes of iterative
target landmark selection and SA are detailed.

In the initial step, a base classifier is trained using the
labeled samples from the source domain. The base classifier
can be any standard learner. In this study, a support vector
machine (SVM), SVM,, is used to predict target labels for
the /’th iteration. The initial target pseudolabels are predicted
by SVM,. Inevitably, some prediction errors occur because
of the distribution shift between the source and target
domains. Then, with the target labels, the classification indi-
cator variable yj is substituted by the initial prediction y j(cl ,
[ = 0. Equation ([[0Q) is optimized to obtain the initial land-
marks of the target domain under the constraint condition of
Eq. ([0)). This landmark set LS , [ = 0 of the target domaln is
composed of the samples with the indicator variable y* = 1.

Both the source landmark set L, and target landmark set

5 ), ! = 0 comprise the landmarks setL< )=L,UL, [=0.
Subsequently, to link the source and target domain as much
as possible, a kernel trick is used to nonlinearly map all the
source samples and target samples onto a common subspace
constructed by these landmarks. In this paper, the Gaussian
kernel is applied, and its standard deviation o is set to the
median distance between all the source data and target
data. Bl Each point x; from the source data and each target
sample x’i are projected onto each landmark p € LU, as
shown in Eq. ([3):

. g = pIPY,.
Kso,p)exp( P,

. —[lx = plI?
K7(j, p) = exp (JZT) (12)

Thus, in the common subspace constructed by these
selected landmarks, the representations of the source and
target samples are obtained by Eq. (IJ) and denoted by
K and Ky, respectively.

Even though both the source samples S and target samples
T are mapped onto the same subspace and are linked to each
other, their distributions remain different owing to the shift in
their subspaces. It is necessary to perform an SA to further
reduce the distribution shift. SA involves finding a linear
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transformation matrix M that best aligns the source subspace
coordinate system to the target one. PCA is separately
applied on each domain, and the largest d eigenvectors
X and X7 are extracted as the source and target subspace.
The transformation matrix M is learned by minimizing the
following Frobenius norm shown in Eq. ([[3):

M* = arg min| XM — X7[|7. (13)
M .

Note that the bases of the source (target) subspace are
orthogonal, XSXE =1L hence, the solution of Eq. ([J) is
M* = XIX;.

The source and target data can be projected onto their

respective subspaces by the operations K¢Xg and K;X7,
respectively. Then, the representations of source and target
data in the aligned subspace are obtained by using the
following respective equations:
P, = K X Msx; P; = K/ X7, (14)
where Py and P are the transformations of representations
of the source and target domains in the aligned target sub-
space. In other words, all samples of both domains are rep-
resented in the same subspace. The classifier is trained using
the transformed samples, Pg. This classifier then predicts the
target pseudolabels. With the updated target pseudolabels,
the class indicator variables yj-c in Eq. ((0) are updated
and the sample selection indicator variables are obtained
by optimizing Eq. () under the constraint condition of
Eq. ().

Subsequently, the target landmarks LS”, l«<1+ 1 are rese-
lected according to the sample selection indicator variables,
;/;». The union set of the common subspace is reconstructed as

LY =L, u L§l>, [« + 1. The processes of target landmark
selection, common subspace projection, SA, and target label

updating are iteratively performed until LgZH) = LED.

3.3 Algorithm

In the proposed method, source landmarks are selected
according to the distribution similarity with the target
domain, as described in Sec. B-2.J. The initial target pseu-
dolabels predicted by a classifier trained on all the original
source samples are used to select the target landmarks under
the MMD criterion. Both source and target quadratic optimi-
zation equations have the constraint that the proportions of
selected samples per class must remain the same as in the
original domain. Then, both the source and target landmarks
are used to construct the common subspace by kernel
projection. Subsequently, all source samples are projected
onto the common subspace and aligned with the target sub-
space. Then, the original target pseudolabels are updated by
the target pseudolabels predicted by a classifier trained on all
the transformed source samples. By repeating the above
process of target landmark selection, source and target
sample projection, and SA, the target pseudolabels can be
iteratively updated. In the iteration, common knowledge of
both the source and target domains is integrated into the
common subspace. Thus, the distribution shift is decreased
at each step.

The complete pseudocode of our ILSSA method is
described in Algorithm [I.
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Algorithm 1 Iterated landmark selection-based SA and classification

Input: Source data S and its labels Y, target data T, subspace
dimension d

Output: Predicted target labels: Y,

1 Obtain Bs by solving Eq. (B) and obtain ag by solving Eq. (B).
Thus, obtain the source landmarks Lg;

2 V§'><—SVMO(S, Ys, T), | = 0; //Use the classifier trained on all
the source samples to predict initial target pseudo-labels.

3 Repeat;

4 Obtain y; by solving Eq. ([d), and obtain the target
landmarks 1\”. All the landmarks L") —Lg u L\;

Compute Kg, K by Eq. ([3); compute X5 and X; by
Xs<PCA(Ks, d) and X7y <PCA(K7, d); compute M* by
Ea. ({3

Compute source and target data representations Pg, P+ by

Ea. (@)
Predict the new target labels: V§'+1)<—SVM(P3, Ys,Pr); //Use

the classifier trained by all the transformed source samples in
the aligned target subspace to predict the new target labels;

It LY == [\ go to End; else, Repeat;

5 End

4 Experiments

This section describes the evaluation of the proposed
method. The evaluation was set in the context of object
recognition using standard datasets and protocols for evalu-
ating the visual DA method, as in Refs. [0, 8, B9, and 3.
Additionally, several state-of-the-art methods were com-
pared with our ILSSA method: TCAB GFKE sAO
JDA,E connecting the dots with landmarks (CDLD),
TIMB SDAE LSAE return of frustratingly easy
(CORALEY), and JGSA B The parameters used in the experi-
ments were recommended by its original papers for all the
baseline methods.

4.1 Datasets and Data Preparation

To evaluate all DA methods, our experiments were con-
ducted on the standard datasets—Office and Caltech10—
which contain four domains. The Office dataset consists
of three different types of real-world object images from
Amazon (denoted by A; images downloaded from online
merchants), Webcam (denoted by W; low-resolution images
obtained from a web camera), and Dslr (denoted by D; high-
resolution images obtained from a digital SLR camera).
Caltech2568 contains 256 object classes downloaded
from Google Images, and the CaltechlO dataset contains
10 classes selected from Caltech256.8 These classes are
common to the three domains of the Office dataset. Each
dataset was treated as a separate domain.

The number of images per class in the four domains
ranged from 8 to 151, and the total number of images in
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the four domains was |A| =958, |C| = 1123, |D| = 157,
and |[W|=295. Owing to its small number of images,
D was not used as a source domain. Thus, by randomly
selecting two different domains as the source and the
other as the target, nine possible domain pairs were con-
structed, such as A—D, C—A, and W—C. All experiments
followed the standard procedures for feature extraction and
experiment protocols of Refs. [T, B8, 9, and f2. The SURF
features were quantized into an 800-bin histogram with
codebooks computed via K-means on a subset of images
from Amazon.com. Then, the histograms were normalized
and the z-score was applied such that there was a zero
mean and unit standard deviation in each dimension within
each domain.

4.2 Experimental Setup

For subspace-based unsupervised DA methods, optimal sub-
space dimensions are important and should be automatically
selected. In this study, the subspace disagreement measure
(SDM)E based on selected landmarks was used to automati-
cally find optimal dimensions. In the experiments, a selection
of dimensions from two ways was established: the optimal
dimensions found by landmark-based SDM (ISLSA-
AdaPCA) and dimensions (10-20), which are widely used
by other (SA, I LSA B SDAE) subspace-based DA methods
(ISLSA-PCA).

For the method of ISLSA-AdaPCA, landmarks selected
from the source and target domain contained common
knowledge of the two domains. Thus, the common subspace
(PCA.) constructed by theses landmarks had similarity with
both the source subspace (PCAg) and target subspace
(PCA7y). Intuitively, if two datasets have similar landmarks,
then all three subspaces should not be too distant from each
other. SDM captures this notion and is defined in terms of
the principal angles, D(d) = 0.5(sin a, + sin ), where a
denotes the d’th principal angle between the PCAg and
PCA;, p, denotes the d’th principal angle between the
PCAt and PCA;. In addition, sin a; or sin g, is called
the minimum correlation distance.

Note that D(d) is at most one. A small value indicates that
both a, and S, are small; thus, PCAg and PCAry are aligned
at the d’th dimension. If D(d) = 1(ay; = B4 = n/2), the two
subspaces have orthogonal directions. In this case, PCA; has
almost no similarity with PCAg and PCAt. Hence, DA will
become difficult because variances captured in one subspace
will be unable to transfer to the other subspace. To identify
the optimal dimension, d, a greedy strategy is adopted:

d* =min{d|D(d) =1—¢,e > 0},

where ¢ is a very small positive real number. Intuitively, the
optimal d* should be as high as possible to preserve varian-
ces in the source domain for the purpose of building good

classifiers. Nonetheless, it should not be so high that the
two subspaces start to have orthogonal directions.

To confirm the validity of our landmark-selection-based
method, three baselines methods were conducted:

(1) Selecting landmarks randomly (RD): Randomly
select 300 landmarks from the source and target
domains (150 for each domain) to construct the
common kernel space and repeat the selection task
five times to obtain the average behavior.

(2) Selecting all the source and target samples (ALL):
In this setting, all samples are used to construct
the common kernel space.

(3) Our method without iteration (ILSSA-0): The initial
taréet labels are used to solve Eq. (f]), only L, and
LE are used to construct the common space, and
SA is performed only once.

(4) ILSSA: Our proposed method for ILSSA.

Distribution similarity is central to the landmark-based
method and SA. Therefore, verification experiments on
distribution similarities were conducted. In addition to
the baselines, our method was compared with a series of
state-of-the-art methods that were proposed recent years.
All results were obtained under the published procedures
with parameters given in the respective papers.

For a fair comparison, all experiments followed the same
evaluation protocols.|m4ﬂ SVM with a linear kernel was
trained on the labeled source data and tested on the unlabeled
target data. In the experiments, when selecting landmarks,
for both K and ¢ in Eq. (fJ), the cpLO experimental
setup was followed. Kernel matrix K for computing the
distances was chosen as the kernel from the GFK methodE
using all instances, and ¢ were chosen as o, = 2906, where
qe€{-6,-5,---,56}. The o, is the median distance
computed over all pairwise data in Eq. (). When using
the landmarks to construct the Gaussian kernel common
space, the standard deviation o was set to the median dis-
tance between all the source data and target data.

4.3 Experimental Results and Analysis

4.3.1 Optimal dimension selection and
comparison with baselines

The experimental results of using the optimal dimensions
found by landmark-based SDM (ISLSA-AdaPCA) and
dimensions widely used by other (SA,T LSA B SDAE) sub-
space-based DA methods (ISLSA-PCA) are reported in
Table J. In the table, it is observed that the results of
ISLSA-AdaPCA are better than those of ISLSA-PCA in
almost all of the subproblems.

Furthermore, the correlation of SDM and the accuracy
with respect to dimensions is shown in Fig. [ (the left

Table 2 Accuracy (%) compared with different subspace dimensions.

Method A-D A-W A-C W-A W-D W-C C-A C-D C-W Average
ISLSA-PCA 43.31 43.4 441 37.27 87.9 32.59 56.05 53.5 49.49 49.71
ISLSA-AdaPCA 45.10 44.41 44.43 37.58 87.9 33.04 56.68 54.91 51.59 50.63
Journal of Electronic Imaging 033037-8 May/Jun 2018 « Vol. 27(3)

Downloaded From: https://www.spiedigitallibrary.org/journals/Journal-of-Electronic-lmaging on 02 Mar 2019

Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



Xiao et al.: Iterative landmark selection and subspace alignment for unsupervised domain. ..

C->A

—— SDM
—6— Accuracy |

SDM

s 1 s : ] " ; L ) 0.1
1620 25 30 40 50 60 70 80 90 100
Dimenionality of subspace d

©4 8

Accuracy
SDM

T T 0.4
——SDM
—6— Accuracy |

Accuracy

0.1

1620 25 30 40 50 60 70 80 920 100

Dimenionality of subspace d

24 8

Fig. 2 Selecting the optimal dimensionality d with SDM and the accuracy (in color online).

side is the subproblem of C—A; the right is W—C). In Fig. [,
the horizontal axis is the subspace dimensions; the right
vertical axis reports accuracies; and the left vertical axis
reports the SDM values. As the dimension increases,
SDM rises quickly and eventually reaches its maximum
value of one owing to the geometric structures of bases.
Meanwhile, as the dimension increases, the DA accuracy
gradually increases until the SDM is very close to one.
Then, the accuracy begins to decline until it converges to
a smaller value. Similar trends are observed on other subpro-
blems. Thus, the optimal dimension should be a point, where
SDM is no more than one and the dimension may not be too
small to preserve variances in the source data.

Note that the optimal dimension d* selected by SDM is
usually in the range of [25,35]. It is larger than dimensions
(10 to 20) used on other subspace-based DA methods (sA,m
LSA,Iﬂ and SDA). Therefore, to better highlight the effec-
tiveness of our method, and for the sake of a fair comparison,
the later experiments will be conducted by using the dimen-
sion (d = [10,20]) as SA[ and LSA B

The classification results of our ILSSA method and the
three baselines are reported in Table [§. From the results,
it can be observed that the ILSSA method significantly
outperforms the other baselines. The average classification
accuracy of ILSSA is 49.74%. Among the nine DA tasks,
ILSSA achieves the highest accuracy in seven subproblems.

Note that the baselines “RD” and “ALL” perform no
adaptation, because they only randomly select some samples,
or they roughly use all the samples to define the common
subspace. They do not aim at specifically moving the distri-
butions close to each other. Thus, the accuracy of RD is

lower than those of both ILSSA-0 and ILSSA, which indi-
cates the importance of selecting good landmarks. Moreover,
our method outperforms the noniteration method ILSSA-0
(target landmarks are selected with the target initial pseudo-
labels; kernel mapping and SA are performed only once) by
a large margin. It justifies the effectiveness in iteratively
selecting better target landmarks and refining the target
pseudolabels.

The convergence property of ILSSA is also evaluated in
Fig. B. It is shown that, with each iteration, the classification
accuracy gradually increases until it converges to an opti-
mum value. This result shows that, in the iteration, better
target landmarks are selected, which enables the common
subspace to contain more shared knowledge. Then, after
SA, the distribution of source and target domains becomes
smaller and smaller. Therefore, the accuracy is increased in
each iteration.

4.3.2 Comparison with landmark selection methods

We compared our proposed method with two state-of-the-art
landmark selection methods (LSAE! and CDLE). In LSA B
each landmark is computed independently from others when
considering the distribution similarity with the source data
and the target data. For CDL,ID landmarks are selected
only from the source domain to create a group of auxiliary
tasks, where landmarks explicitly bridge the source and
target domains in a semisupervised manner.

Table [ illustrates the results. For better interpretation, the
results are also visualized in Fig. [ In the figure, it is worth
noting that ILSSA significantly outperforms CDL and LSA

Table 3 Accuracy (%) on Office and Caltech datasets compared with three baselines.

Method A -D A-W A-C W-A W-D W-C C-A C-D C-W Average
RD 38.8 40.3 42.3 32.9 84.0 28.4 47.5 41.2 40.6 44.00
ALL 39.4 41.0 447 33.0 85.3 33.0 49.6 414 41.6 45.44
ILSSA-0 40.8 1.7 40.3 34.1 84.0 29.9 46.1 39.4 45.8 44.68
ILSSA 433 43.4 441 37.3 87.9 32.6 56.1 49.5 53.5 49.74
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Fig. 3 Accuracy with respect to iterations.
Table 4 Accuracy (%) compared with the LSA method.
Method A-D A-W A-C WA W-D W-C C-A C-D C-W Average
cpLd 42 41 43.8 34.9 73.3 27.6 56.4 46.5 46.8 45.81
LsAE 38.2 427 44.2 36.0 86.0 30.5 52.3 49.7 42.0 46.84
ILSSA 43.3 43.4 441 37.3 87.9 32.6 56.1 49.5 53.5 49.74
90 T T T T T T T T T T
I coL
80 - ELsA |
[_JisLsA
70+ 1
60 8
3 sl |
o
)
Q
£ 40 .

w
o

20

A->D A->W A->C W->A W->D W->C C->A C->D C->W Average

Fig. 4 Recognition accuracy of LSA, CDL, and ILSSA.

in seven out of nine DA subproblems. For the other two
subproblems (A—C and C—A), the ILSSA results are
very close to the best results. Moreover, ILSSA gains a sig-
nificant performance improvement of 3.93% compared
to CDL and 2.9% compared to LSA. This performance
can be attributed to its advantages, which are outlined as
follows. (1) For the unsupervised DA problem, labeled
data are only available in the source domain. Therefore,
CDL only selects landmarks from the source domain for
DA. Meanwhile, ILSSA uses source domain classifiers to
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predict target pseudolabels and updates target pseudolabels
during iterations. Landmarks are used to construct the
common subspace emerging between the source domain
and the target domain. Thus, the two domains are associated
by that common subspace. (2) When selecting landmarks,
ILSSA takes the overall distribution similarity of selected
landmarks into account, whereas LSA independently com-
putes each landmark’s similarity. This verifies that ILSSA
can identify more effective and adaptable landmarks for
the unsupervised DA problem.
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Furthermore, the effectiveness of ILSSA by inspecting
the distribution distance was verified. For each DA pair,
the MMD distance between the selected landmarks and the
source (target) domain was computed. Note that a smaller
distribution distance implies better generalization perfor-
mance of the feature representation across domains in the
common subspace. The results are shown in Fig. f]. Red rep-
resents our ILSSA method; blue represents LSA. The sym-
bols of a circle (0) and star (*) indicate the MMD distance
between the selected landmarks and the source (and the
target) data, respectively, while the plus sign (+) indicates
the average MMD distance of both the domains and the
selected data.

Figure f] shows that, for each identical symbol, almost all
of the red is below the blue except for W—D. As these two
domains have the least amount of data, there is an inclination
to use all samples for adaptation (the total number of W and
D is 452: LSA uses 448, and our method uses 274). This

demonstrates that our iterative method selects better land-
marks that have closer distributions to both the source and
target data than LSA. This is the primary reason that our
approach achieves better performance than LSA.

4.3.3 Comparison with state-of-the-art methods

Table [ reports the results of the experimental comparison
between state-of-the-art methods based on subspace. For bet-
ter visualization, the results are shown in Fig. fJ, where red
symbols indicate the methods for achieving the best perfor-
mance for each subproblem, and blue symbols indicate
the methods for achieving the worst performance in each
subproblem. It is observed in Fig. [ that ILSSA achieves
significantly better performance than the state-of-the-art
methods. In terms of the best and worst results, ILSSA
achieves the four best performances and none of the worst
performances. From Table J|, we note that the results of
JDAB and JGSAE are close to ours. Although the average
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Fig. 5 MMD between the selected landmarks and the source (and target) domain for LSA and ILSSA

(in color online).

Table 5 Accuracy (%) compared with other state-of-the-art methods.

Method A-D A-W A-C W-A W-D W-C C-A C-D C-W Average
TCAE 39.1 401 40 40.2 77.5 33.7 46.7 41.4 36.2 43.88
GFKE 40.1 37.0 40.7 27.6 85.4 24.8 46.0 40.8 37.0 42.13
SAO 38.8 39.6 39.9 39.4 77.9 31.8 46.1 39.4 38.9 43.53
JDAE 401 46.8 44.0 39.0 85.4 33.6 54.6 471 51.9 49.17
TJME 40.8 46.8 40.3 31.6 84.7 32.0 43.6 43.3 41.0 44.90
SDAHE! 33.8 30.9 39.5 39.3 75.8 34.7 49.70 40.1 39.0 42.53
CORALE 38.3 38.7 40.3 37.8 84.9 34.6 47.2 40.7 39.2 44.63
JGSAR 471 54.6 411 40.6 71.3 30.6 55.7 48.4 51.5 48.99
ILSSA 43.3 43.4 441 37.3 87.9 32.6 56.1 495 53.5 49.74
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each subproblem (in color online).

result of ILSSA is only slightly better than J DA Bt achieves
four of the best performances on nine subproblems, whereas
JDAB achieves only one. JGSAH achieves three of the best
performances, whereas our average accuracy is higher than
those of all cited methods.

iDAB applies statistical properties (marginal and condi-
tional distribution) to seek a unified common subspace in
a principled dimensionality reduction procedure. JGSAH
applies statistical and geometrical properties to learn two
coupled projections that project two domain data items
into low-dimensional subspaces, where SA is performed
to reduce the domain shift. However, as mentioned earlier,
data-centric methods (e.g., JDAB and JGSA) will fail
when the two domains have a large discrepancy. This is
because such a low-dimensional common subspace may
not exist, where the statistical distributions of two domains
are the same and the data properties are also maximally pre-
served. ILSSA selects landmarks similar to both domains to
construct the intermediate common subspace related to both
the source and target domains. Thus, the common subspace
serves as a bridge between the two domains, wherein

performing SA can further reduce the domain shift. Hence,
it is direct and effective.

The runtime complexities on the top five DA methods
(ILSSA, JDA,B JGSA B TIM,B CORALE) were evaluated
on all DA pairs with their SURF features. All experiments
were run by MATLAB-2016b on a system with Windows
10, and the CPU version was an Intel(R) Core(TM) i7-
7700 CPU @3.6 GHz.

The results are reported in Table . From the average run-
time, CORALE achieves the best results, followed by TJ M,E
JDAB JGSAH and ILSSA. CORALE aligns the input
feature distributions of the source and target domains by
exploring their second-order statistics. Thus, it only requires
computation of the covariance statistics in each domain and
applying the whitening and recoloring linear transformation
to the source features. ILSSA solves two constrained
quadratic programming functions. Its performance depends
on the number of iterations. Thus, it requires the most
time. Both TIM and JDA involve computing the kernel
matrix and solving the generalized eigen-decomposition
problem. However, TIMB applies a low-rank approximation

Table 6 Time complexity of ILSSA and the top five methods.

Average Average
Runtime (s) A-D A-W A-C W-A W-D W-C C-A C-D C-W runtime accuracy
TJME 8.16 9.58 25.78 8.36 1.39 10.32 27.83 12.25 14.12 13.09 449
JDAR 22.59 27.55 69.18 25.43 3.66 32.02 71.89 29.96 35.4 35.3 49.17
CORALE 0.56 0.59 0.76 0.72 0.55 0.76 0.71 0.54 0.58 0.64 44.63
JGSAR 37.28 44.87 112.40 40.21 5.96 52.37 114.19 44.83 57.66 56.64 48.99
ILSSA 61.14 78.85 185.12 135.58 32.77 156.75 170.91 68.19 85.91 108.34 49.74
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to solve the optimization function. Therefore, its complexity
can be greatly reduced. JGSA is ~1.6 times slower than
JDA B This is because JGSAH simultaneously learns two
mappings, and the matrix size for eigen-decomposition is
doubled compared to JDA.B Although ILSSA has a longer
running time than other methods, its average accuracy is
the highest.

5 Conclusion

This paper proposed the ILSSA method for the unsupervised
DA problem. ILSSA automatically selects source landmarks
from the source domain and iteratively selects target land-
marks from the target domain. These well-selected land-
marks are used to construct the common subspace, where
the landmarks’ distribution similarity with both the domains
has a significant impact on the prediction performance of
the target samples. The proposed method estimates the initial
target pseudolabels using the original source classifier and
then updates them using a classifier trained with the source
samples that are projected to the common subspace and
aligned with the target domain. The target sample prediction
errors decrease during iteration, such that some target
landmarks can be selected and have smaller distribution
shift with the source domain. The balance of the number
of selected samples in each class in both domains is used
as the constraint condition for the MMD function, making
the MMD function a quadratic optimization function.
Comprehensive experimental results demonstrate that ILSSA
is effective and it outperforms state-of-the-art adaptation
methods.
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